
LAMBERT SERIES AND DOUBLE LAMBERT SERIES

T. AMDEBERHAN, G. E. ANDREWS, AND C. BALLANTINE

Abstract. We consider relationships between classical Lambert series, multiple Lam-
bert series and classical q-series of the Rogers-Ramanujan type. We conclude with a
contemplation on the Andrews-Dixit-Schultz-Yee conjecture.

1. introduction

J.H. Lambert [10] showed in 1771 that the generating function for the divisor function
is given by ∑

n≥1

qn

1− qn
.

More generally, we now define a Lambert series to be the series given by∑
n≥1

anq
n

1− qn
.

In particular, when an = n2k−1, the resulting functions are either modular forms or (when
k = 1) a quasimodular form. A nice account of much that is known about Lambert series
identities may be found in Schmidt [12].

While we shall consider classical Lambert series in this paper, we will also be extending
our work to series of the form ∑

n≥1

Rn(q
n, q),

where Rn(x, y) is a rational function of x and y. We call such series general Lambert
series. We note that our general Lambert series contain the generalized Lambert series
considered by Schmidt [12] and others.

In addition, we shall also explore series of the type∑
n≥1

Sn,m(q
n, qm, q),

where Sn,m(x, y, z) is a rational function of x, y and z. We shall call such series double
Lambert series.
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In Section 2, we gather background material. In Section 3, we prove identities connect-
ing general and double Lambert series. In Section 4, we consider a connection of Lambert
series to Rogers-Ramanujan type identities. It was previously shown [5, eq’n (4.7)] that∑

n≥1

(q; q)n(q, q)n−1q
n2

(q; q)2n
=
∑
n≥1

(n
3
)qn

1− qn

where (n
p
) is the Legendre symbol and

(a; q)n :=
n−1∏
j=0

(1− aqj).

It is natural to ask if there are other such identities. To our surprise, there is a very
similar result in which (n

3
) is replaced by (n

5
):∑

n≥1

(q; q)n(q, q)n−1(−1)n−1q(
n+1
2 )

(q; q)2n
=
∑
n≥1

(n
5
)qn

1− qn
.

Section 5 concludes with a careful albeit inconclusive consideration of the Andrews-Dixit-
Schultz-Yee (ADSY) conjecture [2] that∑

m,n≥1

q2mn+n

(1 + qn)(1− q2m−1)

is an odd function of q. It would be a major step forward in the study of multiple Lambert
series if one could develop methods that would not only prove this conjecture but also
place it in the context that would reveal and prove similar results. While we have been
unsuccessful in proving the ADSY conjecture, we believe our exploration points in the
right direction.

2. Background and notation

A partition of n ∈ N is a finite non-increasing sequence of positive integers that add
up to n. We use the notation λ = (λ1, λ2, . . . , λℓ), with λ1 ≥ λ2 ≥ . . . ≥ λℓ and
λ1 + λ2 + · · · + λℓ = n. We refer to the numbers λi as the parts of λ. The number of
parts in λ is denoted by ℓ(λ) and it is called the length of λ. We denote by P the set of
all partitions. For convenience, we set λj = 0 if j > ℓ(λ).

Graphically, a partition λ = (λ1, λ2, . . . , λℓ) can be represented by a Young diagram, a
left-justified array of boxes with λi boxes in the ith row. For example, the Young diagram
of λ = (4, 4, 2, 2, 1) is
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The conjugate of a partition λ, denoted by λ′, is the partition whose Young diagram
is obtained from the Young diagram of λ by reflection across the diagonal. For example,
the conjugate of λ = (4, 4, 2, 2, 1) is λ′ = (5, 4, 2, 2).
We also use the frequency notation for partitions. In particular, by (kj) we mean the

partition of length j with all parts equal to k.
The Frobenius symbol, introduced in 1900 by Frobenius [7], is defined as follows. Given

a partition λ, let r be the size of the largest square that fits inside the Young diagram of
λ. This square is referred to as the Durfee square of λ. For example, the Durfee Square
of λ = (4, 4, 2, 2, 1) has size 2. For j such that 1 ≤ j ≤ r let aj, respectively bj, be the
number of boxes directly to the right, respectively below, the box in position (j, j) in the
Young diagram of λ. The Frobenius symbol of λ is denoted by

(a1, . . . , ar | b1, . . . , br).

For example, the Frobenius symbol of λ = (4, 4, 2, 2, 1) is (3, 2 | 4, 2).
The Pochhammer symbol is defined by

(a; q)n =

{
1, for n = 0,

(1− a)(1− aq) · · · (1− aqn−1), for n > 0;

(a; q)∞ = lim
n→∞

(a; q)n.

We assume q is a complex number with |q| < 1 so that all infinite series and products
converge absolutely.

3. Three Lambert series

We begin by considering the following series

f1(q) :=
∑
k≥1

(
k(k − 1)qk

1− qk
− 2kq2k

(1− qk)2

)
. (1)

The next lemma gives the Fourier expansion of f1(q). Throughout the article, whenever
we refer to divisors of a positive integer, we only consider the positive divisors. The
algebraic proof of the lemma is straightforward. We give a combinatorial proof using
integer partitions.

Lemma 3.1.

f1(q) =
∑
n≥1

∑
d|n

(d2 + d− 2n)

 qn.

Combinatorial proof. Let B(n) be the set of partitions of n with all parts equal (i.e.,
rectangular partitions) and let B∗(n) be the the set of partitions of n with parts in two
colors 1 and 2, all of the same size, and at least one part of each color. The order of
colored positive integers is 11 < 12 < 21 < 22 < · · · .
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Let

a(n) :=
∑

λ∈B(n)

λ1(λ1 − 1)

and

b(n) :=
∑

λ∈B∗(n)

2λ1.

The function f1(q) defined by (1) is the generating function for the sequence a(n)− b(n).
To each partition λ = (kj) ∈ B(n) we associate j − 1 partitions in B∗(n). For each
1 ≤ i ≤ j − 1 we color the first i parts of λ in color 2 and the remaining j − i parts in
color 1 to obtain a partition λ(i) ∈ B∗. Then λ contributes k(k− 1) = k2 − k to a(n) and
the partitions λ(i), 1 ≤ i ≤ j − 1 contribute 2k(j − 1) = 2(kj − k) = 2n − 2k to b(n).
Hence, each divisor k of n contributes k2− k− 2n+ 2k = k2 + k− 2n to a(n)− b(n). □

Next, we introduce two new q-series that turn out to be equal to f1(q). Let

f2(q) :=
∑
k≥1

∑
ℓ≥1

(
(k + ℓ) qk+ℓ+kℓ

(1− qk)(1− qℓ)

)
and

f3(q) :=
∑
k≥1

∑
ℓ>k

(
2k qk+ℓ

(1− qk)(1− qℓ)

)
.

We first prove, both analytically and combinatorially, that the two new series are equal
to each other.

Theorem 3.2. We have f2(q) = f3(q).

Algebraic proof. Rearranging and using properties of geometric series, we obtain

f3(q) =
∑

ℓ>k≥1

∑
i,j≥1

2kqki+ℓj =
∑

m,k≥1

∑
i,j≥1

2kqki+kj+mj

=
∑

i,j,k,ℓ≥1

2kqkℓ+ki+ℓj =
∑

i,j,k,ℓ≥1

(k + ℓ)qkℓ+ki+ℓj = f2(q).

The penultimate equality is valid due to the symmetry in k and ℓ. The proof is complete.
□

Combinatorial proof. First we interpret f2(q) and f3(q) as partition generating functions.
Let C(n) be the set of partitions λ of n with exactly two different part sizes. For example

C(6) = {(5, 1), (4, 2), (4, 1, 1), (3, 1, 1, 1), (2, 2, 1, 1), (2, 1, 1, 1, 1)}.
Let c(n) be the sum of smallest parts in all partitions in C(n) (without multiplicity) and
let d(n) be the sum of the multiplicities of the largest part in all partitions in C(n). In
the above example, c(6) = 1+ 2+ 1+ 1+ 1+ 1 = 7 and d(6) = 1+ 1+ 1+ 1+ 2+ 1 = 7.
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The function

f2(q) =
∑
k≥1

∑
ℓ≥1

(
(k + ℓ) qkl

qk

1− qk
qℓ

1− qℓ

)
is the generating function for the sequence c(n) + d(n) and the function

f3(q) =
∑
k≥1

∑
ℓ>k

(
2k

qk

1− qk
qℓ

1− qℓ

)
is the generating function for the sequence 2c(n).

Since the conjugate of any partition in C(n) is in C(n), and by conjugation c(n) = d(n),
it follows that f2(n) = f3(n). □

Next, we prove that the new q-series f2(q) and f3(q) are equal to f1(q). First we prove
a helpful lemma.

Lemma 3.3. We have∑
k≥1

∑
ℓ>k

kqℓ

(1− qk)(1− qℓ)
=
∑
k≥1

k2qk

1− qk
−
∑
k≥1

kqk

(1− qk)2
. (2)

Proof. It follows from [1, equation (2.1)] that the right hand side of (2) equals∑
x1,x2,x4,x5≥1,x3≥0

qx1x2+x2x3+x3x4+x4x5 . (3)

We show that the q-series (3) is also equal to the left hand side of (2).
From [1, page 123]),∑
x1,x2,x4,x5≥1,

x3≥0

qx1x2+x2x3+x3x4+x4x5 =
∑

m,n≥1

q2m+2n

(1− qm)(1− qn)(1− qm+n)
+

(∑
k≥1

qk

1− qk

)2

=
∑

m,n≥1

qm+n(qm+n − 1) + qm+n

(1− qm)(1− qn)(1− qm+n)
+

(∑
k≥1

qk

1− qk

)2

=
∑

m,n≥1

qm+n

(1− qm)(1− qn)(1− qm+n)
.

On the other hand,∑
k≥1

∑
ℓ>k

kqℓ

(1− qk)(1− qℓ)
=
∑

m,n≥1

mqm+n

(1− qm)(1− qm+n)
=

∑
i,j,m,n≥1

mq(i+j−1)m+ni

=
∑
i,j≥1

q2i+j−1

(1− qi)(1− qi+j−1)2

=
∑

m,n≥1

q2m+n

(1− qm)(1− qm+n)2
+
∑
i≥1

q2i

(1− qi)3
.
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We compute the difference∑
m,n≥1

qm+n

(1− qm)(1− qn)(1− qm+n)
−
∑

m,n≥1

q2m+n

(1− qm)(1− qm+n)2

=
∑

m,n≥1

qm+n

(1− qm)(1− qm+n)

{
1

1− qn
− qm

1− qm+n

}
=
∑

m,n≥1

qm+n

(1− qn)(1− qm+n)2
.

The task now reduces to proving the identity∑
m,n≥1

qm+n

(1− qn)(1− qm+n)2
=
∑
i≥1

q2i

(1− qi)3
. (4)

Using Bell’s identity (see [1, page 117]), we obtain∑
m,n≥1

qm+n

(1− qn)(1− qm+n)2
=
∑
n≥1

1

1− qn
∑
k>n

qk

(1− qk)2

=
∑
k≥1

qk

(1− qk)2
k∑

n=1

1

1− qn
−
∑
k≥1

qk

(1− qk)3

=
∑
m≥1

m2qm

1− qm
−
∑
k≥1

qk

(1− qk)3

=
∑
m≥1

m2qm

1− qm
−
∑
m≥1

(m2 +m)qm

2(1− qm)
(5)

=
∑
m≥1

(m2 −m)qm

2(1− qm)

=
∑
i≥1

q2i

(1− qi)3
. (6)

We used the elementary fact 1
(1−x)3

=
∑

m≥0
m(m−1)

2
xm−2 to obtain (5) and also (applied

in reverse) to arrive to (6). □

Theorem 3.4. We have f1(q) = f3(q).

Proof. Using algebraic manipulations, we obtain

f3(q) = −
∑
k≥1

∑
ℓ>k

2kqℓ

1− qℓ
+
∑
k≥1

∑
ℓ>k

2kqℓ

(1− qk)(1− qℓ)

= −
∑
ℓ≥1

qℓ

1− qℓ
l−1∑
k=1

2k +
∑
k≥1

∑
ℓ>k

2kqℓ

(1− qk)(1− qℓ)
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= −
∑
ℓ≥1

(ℓ2 − ℓ)qℓ

1− qℓ
+
∑
k≥1

2k2qk

1− qk
−
∑
k≥1

2kqk

(1− qk)2

= −
∑
ℓ≥1

(ℓ2 − ℓ)qℓ

1− qℓ
+
∑
k≥1

2k2qk

1− qk
−
∑
k≥1

2kqk

1− qk
−
∑
k≥1

2kq2k

(1− qk)2

=
∑
ℓ≥1

(ℓ2 − ℓ)qℓ

1− qℓ
−
∑
k≥1

2kq2k

(1− qk)2
= f1(q).

The third equality above follows from Lemma 3.3. □

We end this section with an alternative proof of Theorem 3.4. For this purpose, we
first define an operator and prove two lemmas.

Define the grading-type operator

L :=
∑
k≥1

(k∂2αk
+ k2∂αk

+ 2k∂αk

∑
ℓ>k

∂αℓ
).

The goal is to apply the operator L on the “generalized” η-function

1

η(ααα)
=
∏
j≥1

1

1− e−αj
, where ααα = (α1, α2, . . . ).

Lemma 3.5. The following identity holds.

L
(

1

η(ααα)

)∣∣∣∣αj=j,
j≥1

=
∑
λ∈P

e−|λ|
∑
k≥1

λk(λk − 2k + 1).

Proof. We begin by expressing η as a counting function:

1

η(ααα)
=
∏
j≥1

∑
i≥0

e−iαj =
∑

m1,m2,···≥0

e−
∑

j≥1 αjmj .

Using the identification (m1,m2, . . . ) ←→ λ = (λ1, λ2, . . . ) with mj = λj − λj−1, we
obtain

1

η(ααα)
=
∑
λ∈P

e−
∑

j≥1 αj(λj−λj+1) =
∑
λ∈P

e−
∑

j≥1 βj ,λj ,

where βk = αk − αk−1 (assuming α0 = 0). This results in ∂αk
= ∂βk

− ∂βk+1
. Hence,

L
(
1

η

)
=
∑
k≥1

[
k(∂βk

− ∂βk+1
)2 + k2(∂βk

− ∂βk+1
) + 2k(∂βk

− ∂βk+1
)
∑
ℓ>k

(∂βℓ
− ∂βℓ+1

)

]
e−

∑
βjλj

=
∑
k≥1

[
∂2βk

+ (2k − 1)∂βk

]∑
λ∈P

e−
∑

j≥1 βjλj

=
∑
λ∈P

(∑
k≥1

[(−λk)(−λk + 2k − 1)]

)
e−

∑
j≥1 βjλj .
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Consequently, evaluating the last result at βj = 1, for all j, produces the desired claim. □

Lemma 3.6. If q = e−1, then it holds that

L
(
1

η

)∣∣∣∣αj=j,
j≥1

=
1

η(ααα)

∣∣∣∣αj=j,
j≥1

·
∑
k≥1

(
k(k − 1)qk

1− qk
− 2kq2k

(1− qk)2
−
∑
k≥1

∑
ℓ>k

2kqk+ℓ

(1− qk)(1− qℓ)

)
.

Proof. We rely on the following elementary facts: if we let fk := (1− e−αk)−1, then

∂αk
fk = fk(1− fk) and ∂2αk

fk = fk(1− fk)(1− 2fk). (7)

Although we do not require this at present, it is true, for all t ≥ 1, that

∂tαk
fk = fk(1− fk)

t∑
j=1

(−1)j−1j!S(t, j) · f j−1
k ,

where S(t, k) are the Stirling numbers of the second kind.
In particular, from (7), we obtain that

∂αk
(η−1) = (1− fk)η−1 and ∂2αk

(η−1) = (1− fk)(1− 2fk)η
−1.

To finish the task, substitute these derivatives into∑
k

[
k∂2αk

+ k2∂αk
+ 2k∂αk

∑
ℓ>k

∂αℓ

]
η−1

and then carry out the evaluations at αj = j with q = e−1. □

Now we can give an alternative proof of Theorem 3.4.

Second proof of Theorem 3.4. We show that f1(q)− f3(q) = 0. Let

κλ :=
∑
k≥1

λk(λk − 2k + 1).

From Lemmas 3.5 and 3.6, it follows that

1

η(ααα)

∣∣∣∣αj=j
j≥1

·
∑
k≥1

(
k(k − 1)qk

1− qk
− 2kq2k

(1− qk)2
−
∑
k≥1

∑
ℓ>k

2kqk+ℓ

(1− qk)(1− qℓ)

)
=
∑
n≥1

qn
∑
λ⊢n

κλ.

By using the Frobenius symbol λ = (m1, . . . ,mr |n1, . . . , nr), we obtain

κλ =
r∑

i=1

[mi(mi + 1)− ni(ni + 1)].

Clearly κλ = −κλ′ where λ′ is the conjugate partition of λ. This forces the vanishing of∑
qn
∑
κλ, which completes the proof. □



LAMBERT SERIES AND DOUBLE LAMBERT SERIES 9

4. A related identity

While studying the three Lambert series of section 3 and the relationship between them,
we have discovered the identity in Theorem 4.1 below. We denote the Kronecker symbol
by (p· ).

Theorem 4.1. We have the identity∑
n≥1

(−1)n−1q(
n+1
2 )(q; q)n(q; q)n−1

(q; q)2n
=
∑
n≥1

( 5
n
) qn

1− qn
.

We first prove a few useful lemmas.

Lemma 4.2. We have the identity

n∑
j=1

(−1)j−1q(
n−j
2 )(q; q)n+j(q; q)j−1

(q; q)n−j(q; q)2j
= q(

n
2)


⌊n
2
⌋∑

j=0

j∑
i=−j+1

qj
2−i2 +

⌊n−1
2

⌋∑
j=0

j∑
i=−j

qj
2+j−i2−i

 . (8)

Proof. We invoke the Wilf-Zeilberger (WZ) method [14], for the pair

F (n, j) : =
(−1)j−1q(

n−j
2 )(q; q)n+j(q; q)j−1

(q; )n−j(q; q)2j

G(n, j) : =
(−1)j−1q(

n+3−j
2 )(q; q)n+j+1(q; q)j(1− q2n+4)

(q; q)n+2−j(q; q)2j
.

Zeilberger’s algorithm furnishes the recurrence

F (n+ 3, j)− qn+2F (n+ 2, j)− q3n+5F (n+ 1, j) + q4n+5F (n, j) = G(n, j)−G(n, j − 1).

Summing the last equation over integers 1 ≤ j ≤ n+ 3 we arrive at

f(n+ 3)− qn+2f(n+ 2)− q3n+5f(n+ 1) + q4n+5f(n) = q(
n+3
2 )(1 + qn+2), (9)

where f(n) :=
∑n

j=1 F (n, j). On the other hand, if we let

g(n) := q(
n
2)


⌊n
2
⌋∑

j=0

j∑
i=−j+1

qj
2−i2 +

⌊n−1
2

⌋∑
j=0

j∑
i=−j

qj
2+j−i2−i


then a routine calculation verifies that g(n) satisfies the recurrence (9). The proof follows
immediately after checking the three initial conditions. We omit the details. □

With the notation

aa(n) = (−1)n−1q(
n
2)


⌊n
2
⌋∑

j=0

j∑
i=−j+1

qj
2−i2 +

⌊n−1
2

⌋∑
j=0

j∑
i=−j

qj
2+j−i2−i

 ,

we have the following consequence of Lemma 4.2.
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Corollary 4.3. Let aa1(n) := aa(n) + qn−1aa(n− 1). For all integers n ≥ 0 we have

aa1(2n) = −q3n2−n

n∑
j=−n+1

q−j2 and aa1(2n+ 1) = q3n
2+2n

n∑
j=−n

q−j2−j.

Furthermore,

aa(n) =
n∑

j=0

(−1)jqnj−(
j+1
2 )aa1(n− j).

Proof. Multiplying both sides of (8) by (−1)n−1, the parity-dependent assertions follow
after straightforward manipulations.

Use aa(n) = aa1(n)− qn−1aa(n− 1) and induction, on n, to prove the last claim. □

Lemma 4.4. We have the identity∑
n≥0

n∑
j=−n+1

q5n
2−j2 +

∑
n≥0

n∑
j=−n

q5n
2−j2+5n−j+1 =

∑
m≥1

∑
d|m

(
5

d

)
qm. (10)

Proof. Consider the real quadratic field Q(
√
5) and the corresponding ring of integers

Z(τ) = {m + nτ |m,n ∈ Z} where τ = 1+
√
5

2
. The associated Dedekind zeta function is

given by

ζQ(τ)(s) =
∑

a⊂Z[τ ]

1

[Z[τ ] : a]s
=
∑
m≥1

c(m)

ms
(11)

where a = αZ[τ ], α = a+ b
√
5, runs through the nonzero ideals of Z[τ ] and

[Z[τ ] : a] = |α| = |a2 − 5b2|.

Recall the decomposition [15, Part II, Section 11]

ζQ(τ)(s) = ζ(s) · L(s, χ)

with the Dirichlet character χ(n) =
(
5
n

)
.

The coefficient c(m) in (11) gives the number of times the natural number m occurs as
the norm of an ideal in Z[τ ] (i.e. the number of non-equivalent representations of m by a

quadratic form). Since
∑

n
1
ns

∑
r
χ(r)
rs

=
∑

n

∑
r

χ(r)
(nr)s

, we have

c(m) =
∑
d|m

χ(d) =
∑
d|m

(
5

d

)
.

Now, the exponents of q on the left hand side of (10) arise from −|j + n
√
5| = 5n2 − j2

and the case of half-integers −|2j+1
2

+ 2n+1
2

√
5| = 5n2− j2+5n− j+1. Finally, the ranges

for the inner sums are directly justified by [3, Lemma 3]. This completes the proof. □
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Remark 4.1. The Dirichlet series (11) has the following explicit expansion.

ζQ(τ)(s) =
∑
m≥1

c(m)

ms
=

1

1− 5−s

∏
p±1 (mod 5)

1

(1− p−s)2

∏
p±2 (mod 5)

1

1− p−2s

=
1

1
+

1

4s
+

1

5s
+

1

9s
+

2

11s
+ · · · .

We now prove Theorem 4.1.

Proof of Theorem 4.1. Recall that we want to show that∑
n≥1

(−1)n−1q(
n+1
2 )(q; q)n(q; q)n−1

(q; q)2n
=
∑
n≥1

( 5
n
) qn

1− qn
.

We will use a Bailey pair (αn, βn). Take x = aq and y →∞ in [13, eq’n (1.3)] so that∑
n≥0

(−1)nanz−nq(
n+1
2 )(z; q)nβn =

(aq/z; q)∞
(aq; q)∞

∑
n≥0

(−1)nq(
n+1
2 )anz−n(z; q)nαn

(aq/z; q)n
.

Now set a = z = q, and we obtain∑
n≥0

(−1)nq(
n+1
2 )(q; q)nβn = (1− q)

∑
n≥0

(−1)nq(
n+1
2 )αn

with

βn =
n∑

r=0

αr

(q; q)n−r(q2; q2)n+r

=
n∑

r=0

(1− q)αr

(q; q)n−r(q; q)n+r+1

=
n∑

r=0

α′
r

(q; q)n−r(q; q)n+r+1

,

where α′
n = (1− q)αn. So,∑

n≥0

(−1)nq(
n+1
2 )(q; q)nβn =

∑
n≥0

(−1)nq(
n+1
2 )α′

n.

We take β0 = 0, βn = (q;q)n−1

(q;q)2n
to get

∑
n≥1

(−1)n−1q(
n+1
2 )(q; q)n(q; q)n−1

(q; q)2n
=
∑
n≥1

(−1)n−1q(
n+1
2 )α′

n. (12)

Using the inversion formula [4, eq’n (4.1)], we obtain

α′
n = (1− q2n+1)

n∑
j=1

(−1)n−jq(
n−j
2 )(q)n+j(q)j−1

(q)n−j(q)2j
.

Lemma 4.2 implies that α′
n = (1− q2n+1)aa(n). Thus, by Corollary 4.3,

α′
n = (1− q2n+1)aa(n) = (1− q2n+1)

n∑
j=0

(−1)jqnj−(
j+1
2 )aa1(n− j). (13)
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From (12) and (13) we obtain∑
n≥1

(−1)n−1q(
n+1
2 )(q; q)n−1(q; q)n
(q; q)2n

=
∑
n≥0

(−1)n−1q(
n+1
2 )(1− q2n+1)

n∑
j=0

(−1)jqnj−(
j+1
2 )aa1(n− j)

=
∑
n≥0

(−1)nq(
n+1
2 )aa1(n)

∑
j≥0

(−1)j−1qj
2+2jn(1− q2n+2j+1)

=
∑
n≥0

(−1)nq(
n+1
2 )aa1(n)

because the inner sum (in the last double sum) is identically 1.

Finally, using Corollary 4.3, we have∑
n≥1

(−1)n−1q(
n+1
2 )(q; q)n−1(q; q)n
(q; q)2n

=
∑
n≥0

q(
2n+1

2 )+3n2−n
n∑

j=−n+1

q−j2

+
∑
n≥0

q(
2n+2

2 )+3n2+2n
n∑

j=−n

q−j2−j

=
∑
n≥0

n∑
j=−n+1

q5n
2−j2 +

∑
n≥0

n∑
j=−n

q5n
2−j2+5n−j+1.

Applying Lemma 4.4 completes the proof. □

We end this section with a result similar to that of Theorem 4.1.

Theorem 4.5. Suppose
∏

j≥1(1− qj) =
∑

m≥0 a(m) qm. Then,

∑
n≥0

(−1)nq(
n+1
2 )(q; q)n

(q; q)2n
=
∑
m≥0

(−1)m |a(7m)| qm. (14)

Proof. Consider the Bailey pair (An, Bn) defined by

Bn =
1

(q; q)2n
and Bn =

n∑
r=0

Ar

(q2; q2)n+r(q; q)n−r

.

This can be inverted to produce A0 = 1 and for n > 0

An =
1− q2n+1

1− q

n∑
j=0

(−1)n−jq(
n−j
2 )(q; q)n+j

(q; q)n−j(q; q)2j
.

Also, for n > 0, introduce

Cn :=

{
0 if n ≡ 1 (mod 3)

(−q)
n(2n−1)

3

(
1−q2n+1

1−q

)
if n ̸≡ 1 (mod 3).
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Verifying that

An ·
1− q

1− q2n+1
and Cn ·

1− q
1− q2n+1

satisfy the recurrence f(n+ 3) + q4n+5f(n) = 0 shows that An = Cn for n > 0. We omit
the details.

Take x = q2, y = q and z →∞ in [13, eq’n (1.3)] so that∑
n≥0

(−1)nq(
n+1
2 )(q; q)n

(q; q)2n
= (1− q)

∑
n≥0

(−1)nq(
n+1
2 )An

=
∑
n≥0

{
q

(3n+2)(7n+5)
2 (1− q6n+5) + q

n(21n+1)
2 (1− q6n+1)

}
.

It remains to check that the above expression coincides with the right-hand side of (14).
Again, we omit the routine calculation. □

5. A conjecture of Andrews, Dixit, Schultz, and Yee and related results

The Lambert series f2(q) and f3(q) of Section 3 are reminiscent of the expression in the
following conjecture.

Conjecture 5.1. [2, p. 24] The following is an odd function of q, |q| < 1:

Y (q) :=
∑

m,n≥1

(−q)2mn+m

(1 + qn)(1− q2m−1)
.

While we are not able to prove the conjecture, we offer some ideas that are hopefully
pointing in the right direction.

Proposition 5.2. Define Ỹ (q) := Y (q)
−q

=
∑

m,n≥1 a(m,n), where

a(m,n) :=
(−1)m−1q2mn+m−1

(1 + qn)(1− q2m−1)
.

The coefficients of the q-series expansion of a(m,n) are all either −1 or 0 or 1.

Proof. Fix positive integers m and n. Consider

b(m,n) :=
1

(1 + qn)(1− q2m−1)
.

Let u := gcd(n, 2m− 1) and write n = ua, 2m− 1 = ub with gcd(a, b) = 1. We make the
substitution z = qu. We want to show that

f(a, b) :=
1− za

(1− z2a)(1− zb)
= (1− za)

∑
j,k≥0

z2ak+jb = (1− za)
∑
N≥0

cNz
N

has only coefficients 0, 1, or−1. It is well-known (via the Frobenius coin exchange problem)
that the largest N for which cN = 0 is 2ab − 2a − b while each coefficient is given by
cN = ⌊ N

2ab
⌋ or cN = ⌊ N

2ab
⌋+ 1.
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Since a < 2ab, it follows that the coefficients of zN and zN+a differ at most by 1. This
completes the proof. □

Proposition 5.3. We have

Ỹ (q) =
∑

m,n≥1

(−1)m−1q2mn+m−1

(1 + qn)(1− q2m−1)
=
∑
k≥2

qk−1

1 + q2k−1

k−1∑
n=1

qn

1 + qn
.

Proof. We consider the following direct calculation∑
m,n≥1

(−1)m−1q2mn+m−1

(1 + qn)(1− q2m−1)
= −

∑
m,n≥1

1

1 + qn

∑
j≥0

q−j−1(−1)mq(2n+2j+1)m

= −
∑
n≥1

1

1 + qn

∑
j≥0

q−j−1 −q2n+2j+1

1 + q2n+2j+1

=
∑
n≥1

1

1 + qn

∑
j≥0

q2n+j

1 + q2n+2j+1

=
∑
n,i≥1

q2n+i−1

(1 + qn)(1 + q2n+2i−1)

=
∑
n≥1

∑
k≥n+1

qn+k−1

(1 + qn)(1 + q2k−1)

=
∑
k≥2

qk−1

1 + q2k−1

k−1∑
n=1

qn

1 + qn
.

□

Related to the function Ỹ (q), we prove the following result.

Theorem 5.4. If q = e−1, then it holds that∏
j≥1

1

1 + qj

(∑
k≥1

qk

1 + qk

∑
ℓ>k

qℓ−1

1 + q2ℓ−1

)
=
∑
λ∈P

(−1)λ1

(∑
ℓ≥1

q|λ|−ℓ(λ2ℓ−1 − λ2ℓ)(λ1 − λℓ)

)
.

The identity of Theorem 5.4 follows from the lemmas below.
Define the operator

T :=
∑
k≥1

[
∂αk

∑
ℓ>k

q−ℓ∂α2ℓ−1

]
,

and let it act on the function

1

η̃(ααα)
=
∏
j≥1

1

1 + e−αj
, where ααα = (α1, α2, . . . ).
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Lemma 5.5. If q = e−1, then it holds that

T
(
1

η̃

)∣∣∣∣αj=j
j≥1

=
1

η̃(ααα)

∣∣∣∣αj=j
j≥1

·
∑
k≥1

qk

1 + qk

∑
ℓ>k

qℓ−1

1 + q2ℓ−1

Proof. We rely on the following elementary facts: if we let gk := (1 + e−αk)−1, then
∂αk

gk = gk(1− gk). In particular, we obtain ∂αk
(η̃−1) = (1− gk)η̃−1. To finish the task,

substitute these derivatives into
∑

k≥1

[
∂αk

∑
ℓ>k q

−ℓ∂α2ℓ−1

]
η̃−1 and then carry out the

evaluations at αj = j with q = e−1. □

Lemma 5.6. We have

T
(
1

η̃

)∣∣∣∣αj=j
j≥1

=
∑
λ∈P

(−1)λ1e−|λ|

(∑
ℓ≥2

q−ℓ(λ2ℓ−1 − λ2ℓ)(λ1 − λℓ)

)
.

Proof. We proceed as in Lemma 3.5 and express η̃ as

1

η̃(ααα)
=
∏
j≥1

∑
mj≥0

(−1)mje−αjmj =
∑

m1,m2,···≥0

(−1)m1+m2+···e−
∑

j≥1 αjmj .

Based on the identification (m1,m2, . . . ) ←→ λ = (λ1, λ2, . . . ) with mj = λj − λj+1, we
obtain

1

η̃(ααα)
=
∑
λ∈P

(−1)λ1−λ2+λ2−λ3+···e−
∑

j≥1 αj(λj−λj+1) =
∑
λ∈P

(−1)λ1e−
∑

j≥1 βjλj ,

where βk = αk − αk−1 (assuming α0 = 0). This results in ∂αk
= ∂βk

− ∂βk+1
. Hence,

T
(
1

η̃

)
=
∑
k≥1

[
(∂βk
− ∂βk+1

)
∑
ℓ>k

q−ℓ(∂β2ℓ−1
− ∂β2ℓ

)

]
e−

∑
j≥1 βjλj

=
∑
ℓ≥2

[
q−ℓ(∂β2ℓ−1

− ∂β2ℓ
)

ℓ−1∑
k=1

(∂βk
− ∂βk+1

)

]
e−

∑
j≥1 βjλj

=
∑
ℓ≥2

[
q−ℓ(∂β2ℓ−1

− ∂β2ℓ
)(∂β1 − ∂βℓ

)
]∑
λ∈P

(−1)λ1e−
∑

j≥1 βjλj

=
∑
λ∈P

(−1)λ1

(∑
ℓ≥2

q−ℓ[(λ2ℓ−1 − λ2ℓ)(λ1 − λℓ)]

)
e−

∑
j≥1 βjλj .

Consequently, evaluating the last result at βj = 1 for all j, produces the desired claim. □

The proof of Theorem 5.4 follows from Lemmas 5.5 and 5.6.

Next, we prove a result about the parity of a q-series closely related to Ỹ (q).

Theorem 5.7. We have the identity∑
m,n≥1

(−q)2mn+m−1

(1 + q2n−1)(1− q2m−1)
=
∑
n≥1

q4n−2

(1− q4n−2)2
.
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To prove the theorem we use the following lemma.

Lemma 5.8. We have the identities∑
m,n≥1

(−1)m−1q2mn[qm−1 + q−m]

(1 + q2n−1)(1− q2m−1)
= q

(∑
n≥1

qn−1

1 + q2n−1

)2

, (15)

∑
m,n≥1

(−1)m−1q2mn[q−m − qm−1]

(1 + q2n−1)(1− q2m−1)
=
∑
n≥1

q2n−1

(1 + q2n−1)2
. (16)

Proof. The same analysis as in the proof of Proposition 5.3 yields∑
m,n≥1

(−1)m−1q2mn+m−1

(1 + q2n−1)(1− q2m−1)
=
∑
n≥1

qn−1

1 + q2n−1

n−1∑
j=1

qj

1 + q2j−1

as well as∑
m,n≥1

(−1)m−1q2mn−m

(1 + q2n−1)(1− q2m−1)
=
∑
n≥1

qn−1

1 + q2n−1

n∑
j=1

qj

1 + q2j−1

=
∑
n≥1

qn−1

1 + q2n−1

n−1∑
n=1

qj

1 + q2j−1
+
∑
j≥1

q2j−1

(1 + q2j−1)2
.

Identities (15) and (16) follow from the two identities above. For identity (15) we also
use ∑

n≥1

qn−1

1 + q2n−1

n∑
j=1

qj

1 + q2j−1
=
∑
j≥1

qj−1

1 + q2j−1

∑
n≥j

qn

1 + q2n−1
.

□

We will now prove Theorem 5.7. First, we recall certain instrumental functions in the
theory of modular forms. The three Eisenstein series E2(q), E4(q), and E6(q) are given by

E2(q) := 1− 24
∞∑
n=1

σ1(n)q
n,

E4(q) := 1 + 240
∞∑
n=1

σ3(n)q
n,

E6(q) := 1− 504
∞∑
n=1

σ5(n)q
n,

where σv(n) :=
∑

d|n d
v. We also use the Jacobi theta series

θ2(q) =
∑

m∈Z+ 1
2

qm
2

, θ3(q) =
∑
m∈Z

qm
2

and θ4(q) =
∑
m∈Z

(−1)mqm2

.
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They satisfy the identity θ43(q) = θ42(q)+θ
4
4(q). The Eisenstein series and the Jacobi series

are linked by the following relations:

D(θ2)

θ2
=
E2 − θ42 + 5θ43

24
,

D(θ3)

θ3
=
E2 + 5θ42 − θ43

24
,

D(θ4)

θ4
=
E2(q)− θ42 − θ43

24
,

where the operator D is defined by D = q d
dq
.

Proof of Theorem 5.7. Using (15) and (16), our task reduces to showing that

q

(∑
n≥1

qn−1

1 + q2n−1

)2

=
∑
n≥1

q2n−1

(1 + q2n−1)2
+ 2

∑
n≥1

q4n−2

(1− q4n−2)2
. (17)

However, (17) is a consequence of modularity, i.e.

q

(∑
n≥1

qn−1

1 + q2n−1

)2

=
1

16
θ2(q) = −

1

24
[E2(q)− 3E2(q

2) + 2E2(q
4)],

∑
n≥1

q2n−1

(1 + q2n−1)2
=

1

2

Dθ3(q)

θ3(q)
= − 1

24
[E2(q)− 5E2(q

2) + 4E2(q
4)],

2
∑
n≥1

q4n−2

(1− q4n−2)2
= −Dθ4(q

2)

θ4(q2)
= − 1

12
[E2(q

2)− E2(q
4)].

A direct comparison concludes the proof. □

The next result is immediate from Theorem 5.7.

Corollary 5.9. We have that

[q2r−1]
∑

m,n≥1

(−q)2mn+m−1

(1 + q2n−1)(1− q2m−1)
= 0,

[q2r]
∑

m,n≥1

(−q)2mn+m−1

(1 + q2n−1)(1− q2m−1)
=

∑
d | r

r
d

is odd

d.

We also have two related results.

Proposition 5.10. For a positive integer r, let t(r) denote that number of ways to write
r as a sum of two triangular numbers. Then, It holds that

[q2r−1]
∑
n≥1

qn

1 + q2n−1
= t(n).

Proof. This follows from Ramanujan’s 1ψ1-summation∑
n∈Z

zn

1− aqn
=

(q; q)2∞(az, q
az
; q)∞

(a, q
a
, z, q

z
; q)∞

.
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Now take q → q2 then z = q, a = −1
q
. Thus∑

n≥1

qn

1 + q2n−1
=

1

2

∑
n∈Z

qn

1 + q2n−1
=

1

2

(q2; q2)2∞(−1,−q2; q2)∞
(−1

q
,−q3, q, q; q2)∞

= q
(q4; q4)2∞
(q2; q4)2∞

= q

(∑
n≥0

q2(
n+1
2 )

)2

.

The last equality follows from [6, eq’n (31.2)]. □

Proposition 5.11. For a positive integer m, we have that∑
n≥1

q2mn

1− qn
=
∑
n≥1

(−1)n−1q(2m−1)nq(
n+1
2 )

(1− qn)(q2m; q2m)n
.

Proof. Using elementary fact that ∂
∂z

∣∣
z=1

(1− z)f(z) = −f(1) we obtain∑
n≥1

q2mn

1− qn
= − ∂

∂z

∣∣∣∣
z=1

∑
n≥0

q2mn(z; q)n
(q; q)n

= − ∂

∂z

∣∣∣∣
z=1

(zq2m; q)∞
(q2m; q)∞

.

Since ∂
∂z

∣∣
z=1

(1− 1
z
)f(z) = f(1), we obtain∑

n≥1

(−1)n−1q(2m−1)nq(
n+1
2 )

(1− qn)(q2m; q2m)n
= − ∂

∂z

∣∣∣∣
z=1

lim
τ→0

2ϕ1

(
1
z
, 1
τ
; q, q2mτz
q2m

)
= − ∂

∂z

∣∣∣∣
z=1

lim
τ→0

(zq2m; q)∞(τq2m; q)∞
(q2m; q)∞(zτq2m; q)∞

= − ∂

∂z

∣∣∣∣
z=1

(zq2m; q)∞
(q2m; q)∞

.

Thus the two expressions are identical. □

We conclude the section with two conjectures.

Conjecture 5.12. Let a be a positive integer. Then, for each positive integer n, we have

[qn2
a

]
∑

m,n≥1

qmn2a

(1 + qn2a−1)(1− q2m−1)
= σ1(n),

where σ1(n) is the sum of divisors of n.

Conjecture 5.13. If r is a positive integer, then

[q2r]
∑

m,n≥1

q2mn

(1 + q2n−1)(1− q2m−1)
= [q2r]

∑
n≥1

(n− 1)qn

1 + q2n−1
.
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