AMSC/CMSC 460 Midterm Exam 2 - Solutions
Tuesday, April 10th, 2018

You have 75 minutes to complete this exam. No Calculators or cheat sheets are allowed. Submit
each problem on a separate sheet. Show all work and explain your answers.
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1. Consider the data points
P fy[5]1]2]4
(a) [15pts] Write the Lagrange form of the cubic interpolating polynomial Q3(x) for the above

data.
Solution: The Lagrange form of Q3(x) is given by
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writing this out explicitly interms of the above data gives

zx—1)(zr—2) (z+1)(z—1)(z—2)

(x 4+ Dx(x—1)
12 + 2

3

Qs(z) = — —(z+ 1Dz(x—2)+2

(b) [20pts] Write the Newton form of that same interpolating polynomial. Be sure to compute
all divided differences.

Solution: We begin by writing out the divided difference table

x| fx) | flei, vl | fleioy, i, xiq] | flwo, 21, 22, 23]
-1 1/2 1/2 1/4 1/12

0 1 1 1/2

1 2 2
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The Newton form of Q3(x) is given by

Qs(x) = Zf[:vo, N H(:c — ),

which, using the values computed in the divided difference table, gives

—_

Qs(z) = % +-(z+1)+ %Lx(x +1)+ %x(m + 1) (z —1).
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(c) [15pts] Using the fact that this sample was taken from the function f(z) = 2%, write an
expression for the interpolation error e(z) = f(x) — Qs(x).

Solution: We know from class that for each x € [—1, 2], there exists &, belonging to [—1, 2] such that
the error between f(x) = 2% and Q3(z) is given by

(n(2))* e
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e(x) = F(x) = Qsfa) = 1 7O(E)(a + ala—1)(z—2) =




2. (a) [10pts] Write down a linear system for the coefficients ag, a1, az which define the quadratic
polynomial Q(z) = ag + a;x + asz? that satisfies the conditions Q(zg) = yo, Q'(21) = y1,
Q' (x2) = .

Solution: The system of equations that satisfy these constraints is given by

2
ag + a1 + a2y = Yo
a1 + 2a2x1 = Y1

a1 + 2a2x9 = Y.

(b) [20pts] Assuming x1 # x5 solve this system for ag, ai, as. (Hint: Solve for a; and a, first).

Solution: The coefficients a; and as satisfy a 2 x 2 linear sytem and can be solved first to obtain

_ WNnT2 — Yoy Ly -y
ayg =, Qg = - —
To — X1 2.%2-1‘1

we can then substitute the values for a; and as to obtain ag

_ 2 Y1X2 — Y2l Ly —y1 o
Ao =Yo — 1T — 2Ty =Yo — — Lo — 5 Lo
To — X7 21‘2 — I

3. Consider the weighted inner product

(fs @)z = /000 f(x)g(x)e*’”de.

(a) [15pts] Find the first two polynomials Py(x) and P;(x) which are orthogonal with respect
to the above inner product.

Solution: We carry out the Gram-Schmidt orthogonalization procedure for this inner product. This
gives
fooo e dx 1

Py(x)=1, Pi(z)==x WPO(J:) =z — 7

(b) [15pts] Find the corresponding weighted norm of each polynomial.

Solution: The norms are

and

(¢) [20pts] Use these orthogonal polynomials to find the polynomial @ (z) of degree < 1 that
minimizes

/0 (@2 — Qi) 2 da,



Solution: We know that the optimal polynomial is given by

Ql(l‘) = C()Po(l') + Clpl(I),

where ¢y and ¢, satisfy
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Therefore Q1(z) is

1 1 T
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4. [20pts] Suppose you want to fit the following trigonometric polynomial
h(xz) = acos (z) + bsin (x) + ccos (2z),

to the data (z;,;), i = 0,4, given by (0,1),(0,0), (w/2,1),(w/2,2), (m,1) by finding a, b, ¢ such

that
4

S (ki) — ),

i=0
is minimized. Write down, but do not solve, the normal equations associated to this least-
squares problem. (Simplify all matrix products involved).

Solution: We can start by writing least squares problem in terms of a matrix A, and vectors x = (a, b, c)T
and y = (Yo, Y1, Y2, Y3, Y1) | . We have

Z(h(fﬂi) —y)* = [Ax —y|?

i=0
where
cosxy sinxzg cos2xg 1 0 1
cosTy sinx; cos2ry 1 0 1
A = |cosxy sinzg cos2z9| = | 0 1 —1
cosxy sinxs cos2xs 0 1 -1
cosxy Sinxy cos2xy -1 0 1

The normal equations associated with this least square system are

ATAx=ATy.
Since
1 0 1
11 0 0 =111 0o 1 3 0 1
ATA=[00 1 1 0 0 1 —-1l=1]0 2 =2
11 -1 =1 1 0 1 -1 1 =2 5
-1 0 1



and

ATy

the normal equations are
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